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Abstract: Since 9/11 the use of detection technologies has been increasingly seen as a crucial tool to counter terrorism. The use and deployment of these tools more often than not poses an interference with the right to privacy, including tools that are used in public places. In this contribution we will claim that the location where a privacy intrusive measure takes place is less of a determinant to establish the intrusiveness of a measure to the core of the right to privacy than the secrecy of such a measure.
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1. Introduction
According to the European Commission, the term ‘detection technology’ can refer to almost anything “used to detect something in a security or safety context, with the focus on law enforcement, customs or security authority”.

Recently the EU counter-terrorism coordinator stressed the importance of detection technologies that enabled the investigation of IT services, the interception of telecommunications and the use of tracking devices (or other recording equipment) placed underneath or inside vehicles moving within the territory of several Member States. According to the EU counter-terrorism Coordinator the “terrorism phenomenon” is now “so specialized” that “it can often be detected only with relatively sophisticated investigative techniques”.

The message that new technologies are needed to counter new threats of terrorism is not a new one. Thirty years ago the European Court of Human Rights (ECtHR) already stated the following: Democratic societies nowadays find themselves threatened by highly sophisticated forms of espionage and terrorism, with the result that the State must be able, in order effectively to counter such threats, to undertake the secret surveillance of subversive elements operating within its jurisdiction.

Little seems to have changed in the last 30 years: surveillance through the use of new technologies continues to be seen as a vital tool to prevent terrorist attacks.

At the same time concerns persist that these detection technologies threaten or violate the right to privacy. The European Court of Human Rights has developed a set of minimum safeguards regarding the use of specific detection technologies that are used in secret to intercept communications, but recently ruled in the Uzun case that those safeguards are not applicable to secret surveillance with a GPS-device that tracked the movements of a suspect.

This contribution disagrees with that position, and argues that the principal factor determining the gravity of interference with the core of the right to privacy is not whether a technology detects the locations, movements or expressions of persons, but whether it does so secretly.

2. The Core of the Right to Privacy
Determining which elements of the right to privacy represent the ‘core’ of the right to privacy, or, in other words, are ‘essential’ is not a merely theoretical issue: it should affect the development, deployment and use of specific detection technologies. In X and Y vs. The Netherlands the Court for instance has indicated that the nature of the State’s obligation to protect a right will depend on the particular aspect of private life that is at issue. In a case where ‘essential aspects of private life are at stake’ the margin of appreciation is lower. Addressing issues related to the protection of personal data will not suffice to determine the limits of the use of detection technologies. In this context the right is predominantly procedural: it informs the right to privacy and provides important parameters of control over some aspects of the private life of a person.

The inviolable core of a right is a sub-category of a human right that is applied in an absolute fashion, so that within its scope of application, this core determines the outcome of the case, irrespective of any other legal arguments made. A right can carry more than one core, i.e. more specific norms to be categorized as a rule.

In the case of privacy for instance, it could be argued that there exist at least two "core" areas. The first part relates to the ‘essential’ core of "pure privacy" and is similar to the forum internum dimension of freedom of religion, which refers to the internal and private realm of the individual against which no state interference is justified in any circumstances. Similarly, the forum internum dimension of the right to privacy could consist of the right of an individual to own his/her own identity, or identities, including the right to change and not to disclose these identities.

A concrete aspect of this forum internum element of the right to privacy includes the freedom to express one’s most intimate feelings or sexuality. In Germany the Bundesverfassungsgericht developed this element of the core of the right to privacy in a case regarding ‘acoustic surveillance’. In this case the Court ruled that every act of surveillance has to be interrupted if there are indications that the surveillance will affect, inter alia, expressions of “innermost feelings or sexuality”.

The second part of the core of the right to privacy focuses on its social value: its capacity to protect other human rights, including their core areas on the one hand and its enabling function for the enjoyment of other rights on the other. The right to privacy serves as a basis for other fundamental freedoms, such as freedom of expression, freedom of religion, freedom of association or freedom of movement. Without privacy these other freedoms would not be effectively developed and enjoyed.

Interferences with the core of privacy lead to the infamous ‘chilling effect’, which is detrimental to democracy because it results in self-censorship in expressing deviant beliefs and inhibitions from doing ‘unconventional’ things. Interferences with this core of privacy threaten not only these activities, but also – in the words of Jeffrey Rosen “gradually dampen the force of our aspirations to it”.
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The right to privacy in this context functions primarily as a limit to the power of the state. Seen from this perspective it can be argued that the location where a privacy intrusive measure takes place is less of a determinant to establish the intrusiveness of a measure to the core of the right to privacy than the secrecy of such a measure.

Jeremy’s Bentham’s design for a Panoptic show this already in 1791: being aware of the possibility of surveillance is just as inhibitory as actual surveillance. Or, as Solove more recently highlights: "In fact, there can be an even greater chilling effect when people are generally aware of the possibility of surveillance, but are never sure if they are being watched at any particular moment".

3. Challenges Posed by Secret Interferences with the Right to Privacy

The European Court of Human Rights has highlighted the threat of secret interferences with the right to private life in its case law under Article 8.

There are a number of reasons for this. The risk of arbitrariness in interferences with the right to privacy is greater when a power of the executive is exercised in secret. Since secret measures take place without the knowledge of the individual who has been put under surveillance, seeking an effective remedy against this interference is rendered more difficult or even prevented. Often the individual concerned cannot take a direct part in any review proceedings of the interference either. The Court has noted that this has an impact beyond the individual. In such a context, "widespread suspicion and concern among the public that secret surveillance powers are being abused" would not be unjustified according to the Court. In view of the risk of abuse intrinsic to "any system of secret surveillance", the Court has claimed that any such system "must be based on a law that is particularly precise, especially as the technology available for use is continually becoming more sophisticated".

It seems to be undisputed that the only legitimate secret use of detection technologies can be in the context of the investigation or prevention of serious crime.

The European Court of Human Rights has stated for instance that secret telephone tapping is a "very serious interference" with a person’s rights and that "only very serious reasons based on a reasonable suspicion that the person is involved in serious criminal activity should be taken as a basis for authorizing it".

It further indicated that the secret surveillance of citizens is only tolerable in so far as it is strictly necessary for safeguarding the democratic institutions, because a system of secret surveillance to protect national security entails the risk of "undermining or even destroying democracy on the ground of defending it".

The European Court of Human Rights developed a strict set of minimum safeguards that should be set out in statute law in order to avoid abuses of power in cases of secret measures of surveillance: the nature of the offences which may give rise to the surveillance; a definition of the categories of people liable to be under surveillance; a limit on the duration of the surveillance; the procedure to be followed for examining, using and storing the data obtained; the precautions to be taken when communicating the data to other parties; and the circumstances in which the data should be deleted.


While the European Court of Human Rights has developed a set of minimum safeguards regarding the use of specific detection technologies that are used in secret to intercept communications, the Court recently said that these specific minimum safeguards which are to be set out in statute law are not applicable to secret surveillance with a GPS-device, because secret surveillance with such a device is considered to interfere less with a person’s private life than, for instance, telephone tapping.

The Court said that GPS surveillance: "by its very nature" is to be distinguished from "other methods of visual or acoustical surveillance which are, as a rule, more susceptible of interfering with a person’s right to respect for private life, because they disclose more information on a person’s conduct, opinions or feelings".

The Court missed a chance here to fine-tune the right to privacy in the 21st Century. The Court did not take into account here the emerging importance of the concept of locational privacy, which may be defined as an ability of an individual to move in public spaces with the expectation that their location will not normally be systematically and secretly recorded for later use. In the words of Beresford and Stajano, locational privacy is "the ability to prevent other parties from learning one’s current or past location".

This concept is increasingly important as location data from GPS and mobile phones allow for the localization of an individual on a much wider scale, thereby enabling the correlation of individual behaviour to objects, places and other individuals.

Besides these two most important providers of location data (GPS and mobile phones), there are also a number of other techniques with which location information can be generated, including RFID (Radio Frequency Identification) and biometric applications.

All this location data can paint a picture of the user’s communication behaviour, of his actions, whereabouts or movements, which can reveal details about personal profiles, relationships, and other aspects of personal life that would not ordinarily be observed by others.

Secret surveillance of location data should therefore not "by its very nature" be distinguished from visual surveillance. The secrecy of the measure makes it potentially equally threatening for the core of the right to privacy. Nowadays such surveillance for a prolonged period of time is able to disclose just as much information about a person’s conduct as an intercepted phone call, and the monitoring of such movements has an equally chilling effect on the enjoyment of other rights.

The argument above does not prevent one from arguing that the secret surveillance of personal expressions either by speech or text is a more serious interference with the core of the right to privacy. But it is unfortunate that the court chose not to apply the strict Weber and Saravia standards to the use of GPS trackers. The principal factor determining the gravity of interference with the core of the right to privacy is not whether a technology detects the locations, movements or expressions of persons, but whether it does so secretly. The distinction between detecting movements and
detecting expressions should come in only as a secondary step.

5. Conclusion
This short paper argues that detection technologies that are used in secret constitute the gravest interference with the core of the right to privacy; the distinction between detecting (public) movements and (private) expressions should only come in as a secondary step to determine the gravity of the interference with the right to privacy. Secret surveillance of location data should not by their “very nature” be distinguished from visual surveillance; they can reveal equally sensitive information and be distinguished from visual surveillance; they should only come in as a secondary step.

It seems to be undisputed that the only legitimate secret use of detection technologies can be in the context of the investigation or prevention of serious crime.