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Detection of Temporal Changes
in Business Processes

Using Clustering Techniques

1. Introduction
In a globalized and hyper-connected world,
organizations  need to be constantly
changing in order to adapt to the needs of
their business environment, which implies
that their business processes must also be
constantly changing.

To illustrate this, consider the case of a
toy store whose sales practices may change
radically depending on whether they are
executed over the Christmas period or
during vacations, principally due to the
changes in the volume of the demand. For
the Christmas season, they might employ
a process that prioritizes efficiency and
volume (throughput), while during the
vacation season they might use a process
which focuses on the quality of their
customer service.

In this example, it is easy to identify the
periods in which demand changes, and thus
it is possible that the process manager (the
person in charge of the process management)
will have a clear understanding of the changes
that the sales process undergoes over time.
However, if an organization has a process
that occurs in various independent offices,
for example, offices that are located in
different geographic locations, the evolution
of the changes in the process at each office
will not be so evident to the central process
manager. Moreover, the changes in each
office could be different and could happen
at different moments in time.

Understanding the changes that are
occurring in the different offices could
help to better understand how to improve
the overall design of the process. Being
able to understand these changes and
model the different versions of the process
allow the process manager to have more
accurate and complete information in order
to make coherent decisions which result in
better service or efficiency.

To achieve the aforementioned goals, various
advances have been made in the discipline
of Business Process Management (BPM), a
discipline which combines knowledge about
information technology and management
techniques, which are then applied to busi-
ness operation processes, with the goal of
improving efficiency [1]. Within BPM,
process mining has positioned itself as an

emerging discipline, providing a set of tools
that help to analyze and improve business
processes [1], based on analyzing event logs
stored by information systems during the
execution of a process. However, despite the
advances made in this field, there still exists
a great chal lenge, which consists of
incorporating the fact that processes change
over time, a concept which is known in the
literature as Concept Drift [2].

Depending on the nature of the change, it
is possible to distinguish different types of
Concept Drift, including: Sudden Drift
(sudden and significant change to the
definition of the process), Gradual Drift
(gradual change to the definition of the
process, allowing for the simultaneous
existence of the two definitions), and
Incremental Drift (the evolution of the
process that occurs through smal l ,
consecutive changes to the definition of
the model).

Despite the existence of all these Drift types,
the existing techniques of process mining
are limited to finding the points in time when
the process changes, centering principally
on Sudden Drift changes. The problem with
this limitation is that in practice it is not as
frequent for business processes to show a
sudden change in definition.

If we apply the existing process mining
approaches to processes that have different
kinds of changes other than Sudden Drift,
we could end up with results which make
little sense to the business.

In this document we propose a new approach,
which allows the discovery of the various
versions of a process when there are different
kinds of Drift, helping to understand how
the process behaves over time. To accomplish
this task, existing process mining clustering
techniques are used, but with time
incorporated as an additional factor to the

Abstract: Nowadays, organizations need to be constantly evolving in order to adjust to the needs of
their business environment. These changes are reflected in their business processes, for example:
due to seasonal changes, a supermarket’s demand will vary greatly during different months of the
year, which means product supply and/or re-stocking needs will be different during different times of
the year. One way to analyze a process in depth and understand how it is really executed in practice
over time, is on the basis of an analysis of past event logs stored in information systems, known as
process mining. However, currently most of the techniques that exist to analyze and improve processes
assume that process logs are in a steady state, in other words, that the processes do not change over
time, which in practice is quite unrealistic given the dynamic nature of organizations. This document
presents in detail the proposed technique and a set of experiments that reflect how our proposal
delivers better results than existing clustering techniques.

Keywords: Concept Drift, Clustering, Process Mining, Temporal Dimension.
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control-flow perspective to generate the
dif ferent clusters . Trace Clustering
techniques are used, which unlike other
metrics-based techniques that measure the
distance between complete sequences
having linear complexity, allowing for the
delivery of results in a shorter time span
[3].

The focus of our work contributes to the
process analysis, allowing the process manager
to have a more realistic vision of how the
process behaves over different periods of time.
With this approach it is possible to determine
the different versions of the process, the
characteristics of each process, and to identify
in which moment the changes occur.

This article is organized in the following
way. Section 2 presents the related work.
Section 3 describes base and the modified
version of the clustering method. Section 4
presents experiments and results and finally
the conclusions and future work are presented
in section 5.

2. Related Work
Process mining is a discipline that has
attracted major interest recently. This disci-
pline assumes that the historical information
about a process stored in information
systems can be found in a dataset, known as
an event log [4]. This event log contains past
information about the activities that were
performed in each step of the process, where

each row of the log is composed of at least
one identifier (id) associated with each indi-
vidual execution of the process, the name of
the activity performed, the timestamp (day
and time when the activity occurred), and,
optionally, additional information like the
person who carried out the activity or other
such information. Additionally, in the
literature [3] an ordered list of activities
invoked by a specific execution of the process
is defined as a trace of the execution.

Currently, one of the problems in process
mining is that the developed algorithms
assume the existence of information relative
to a unique version of the process in the
event log. However, this is often not the case,
which is why applying the process mining
algorithms to these logs leads to fairly
unrepresentative and/or very complicated
results, which contribute little to the job of
analyzing and improving the processes.

2.1. Clustering of the Event Log
To resolve the aforementioned problems in
process mining, clustering techniques have
been proposed for dividing the event log
before the process mining techniques are
applied [5]. This would consist of dividing
the event log into homogenous clusters; in
order to later apply the process mining
techniques independently to each cluster
and thus obtaining more representative
models. Figure 1 shows the stage of log
preprocessing and then uses a discovery

technique as an example of a process mining
technique.

To produce this clustering, it is necessary to
define a way of representing the traces, so
that it becomes possible to group them later
according to previously determined criteria
of similarity. There currently exist various
clustering techniques in process mining
[6][3]. The majority of them principally
consider information about the control-flow
of activities. These techniques can be
classified into two categories:
1) Techniques that transform the traces into a
vector space, in which each trace is converted
into a vector. The dividing of the log can be
done using a variety of clustering techniques in
the vector space, like for example: Bag of
activities, K-gram model [6], and Trace
clustering [5]. However, these techniques have
the problem of lacking contextual information,
which some have attempted to correct with the
Trace clustering based on conserved patterns
technique [3].

2) Techniques that operate with the whole
trace. These techniques use metrics of
distance like Levenshtein and Generic Edit
Distance [6], together with standard
clustering techniques, assigning a cost to the
difference between traces.

The existing techniques for both categories,
despite improving clustering through the
creation of structurally similar trace clusters,

 

Discovery

Event Log Clustering

Cluster A

Cluster B

Model A

Model B

Preprocessing stage of the event log

Discovery

Figure 1. Preprocessing Stage of the Event Log.

Currently, one of the problems in process mining is that
the developed algorithms assume the existence of information relative

to a unique version of the process in the event log
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do not consider the temporal dimension of
the process’s execution, nor how the process
changes over time.

2.2. The Concept Drift Challenge
In BPM, Concept Drift refers to a situation in
which a process has experienced changes in its
design within an analyzed period (yet the exact
moment in which the changes were produced
is unknown). These changes can be due to a
variety of factors, but are mainly due to the
dynamic nature of the processes [7].

The study of Concept Drift in the area of
process mining has centered on process
changes in the control-flow perspective, and
can be of two kinds, momentary changes or
permanent changes, depending on the
duration of the change.

When changes occur over short and
infrequent periods, they are considered
momentary changes. These changes are also
known in processes jargon as process noise
or process anomalies.

On the other hand, permanent changes occur
over more prolonged periods of time and/or
when a considerable amount of instances is
affected by the changes, which signals
changes in the design process.

Our interest centers on the permanent changes
in the control-flow perspective, which can be
divided into the following four categories:
 Sudden Drift: This refers to drastic
changes, meaning the way in which the
process execution changes suddenly from
one moment to the next.
 Recurring Drift: When a process suffers
periodic changes, meaning a way of performing
the process is repeated again later.
 Gradual Drift: This refers to changes which
are not drastic, but rather at a moment when
two versions of the process overlap, which
corresponds to the transition from one version
of the process to another.

 Incremental Drift: This is when a process
has small incremental changes. These types
of changes are more frequent in organizations
that adopt agile BPM methodologies.

To solve the Concept Drift problem, new
approaches have evolved to analyze the
dynamic nature of the processes.

Bose [2] proposes methods to manage
Concept Drift by showing how the process
changes are indirectly reflected in the event log
and that the detection of these changes is
feasible by examining the relationship between
activities. Different metrics have been defined
to measure the relationship between activities.
Based on these metrics, a statistical method
was proposed whose basic idea is to consider
a successive series of values and investigate if
a significant difference between two series
exists. If it does, this would correspond to a
process change.

Stocker [8] also proposes a method to manage
Concept Drift which considers the distances
between pairs of activities of different traces as
a structural feature, in order to generate
chronologically subsequent clusters.

Bose and Stocker’s approaches are limited
to determining the moment in time when the
process changes, and thus center on sudden
changes and leave out other types of changes.

To resolve this, in an earlier article [9] we
proposed an approach that makes use of
clustering techniques to discover the changes
that a process can experience over time, but
without limiting ourselves to one particular
kind of change. In that approach, the
similarity among two traces is defined by the
control-flow information and by the moment
in which each trace begins to operate.

In this article, we present an extension of the
earlier work [9], after incorporating a new form
of measuring the distance between two traces.

3. Extending Clustering Tech-
niques to Incorporate the Tem-
poral Variable
As was explained in the last section, the
existing approaches for dealing with Concept
Drift are not sufficiently effective at finding
the versions of a process when the process
has undergone different types of changes.
To solve this problem, we look to the Trace
Clustering technique proposed by Bose [3]
and based on conserved patterns, which
allows clustering the event log considering
each trace’s sequence of activities.

Our work is based on this technique and
extends it by incorporating an additional
temporal variable to the other control-flow
variables used for clustering.

3.1. Trace Clustering Based on
Conserved Patterns
The basic idea proposed by Bose [3] is to
consider subsequences of activities that
repeat in multiple traces as feature sets for
the implementation of clustering. Unlike
the K-gram approach that considers
subsequences of fixed size, in this approach
the subsequences can be of different
lengths. When two instances have a
significant number of subsequences in
common, it is assumed that they have
structural similarity and these instances
are assigned to the same cluster.

There are six types of subsequences,
therefore, we will only give a formal definition
of MR, since these are the subsequences
that we used to develop our approach,
however the work could be extended to use
the other subsequences.

 Maximal Repeat (MR): A Maximal
Repeat in a sequence T is defined as a
subsequence that occurs in a Maximal Pair
in T. Intuitively, an MR corresponds to a
subsequence of activities that is repeated
more than once in the log.

Table 1 shows an example where existing MR
in a sequence are determined. This technique
constructs a unique sequence starting from the
event log, which is obtained by connecting all
the traces, but with a delimiter placed among
them. Then, the MR definition is applied to
this unique sequence. The set of all MR
discovered in the sequence with more than one
activity, is called a Feature set.

The study of Concept Drift in the area of process mining
has centered on process changes in the control-flow perspective,

and can be of two kinds, momentary changes or
permanent changes, depending on the duration of the change

Sequence Maximal Repeat Feature Set 

bbbcd-bbbc-caa {a, b, c, bb, bbbc} {bb, bbbc} 

Table 1. Example of Maximal Repeat and Feature Set.
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Based on the Feature Set, a matrix is created
that allows the calculation of the distance
between the different traces. Each row of
the matrix corresponds to a trace and each
column corresponds to a feature of the
Feature Set. The values of the matrix
correspond to the number of times that each
feature is found in the various traces (see
Table 2). We will call this matrix the
Structural Features Matrix.

This pattern-based clustering approach uses
"Agglomerative Hierarchical Clustering" as
a clustering technique, with the minimum
variance criterion [15], and using the
Euclidian distance to measure the difference
between two traces, defined in as follows:




n

1i

2
BiAi )T-(T=B)(A,dist 

Where

dist (A, B) = distance between trace A and
trace B.
n = number of features in de Feature Set.
TAi  = number of times de feature in the
appears in the trace A.

3.2.  Clu sterin g Tech nique to
Include the Temporal Variable
To identify the various types of changes that
can occur in business processes we must
find a way to identify all the versions of a
process. If we only look at the structural
features (control-flow) then we leave out
information regarding temporality. Both tem-

poral and structural features are very important
since the structure indicates how similar one
instance is to another and the temporality
shows how close in time the two instances are.
Our approach looks to identify the different
forms of implementing the process using both
features (structural and temporal) at the same
time, as is illustrated in Figure 2.

In order to mitigate the effects of external
factors that are difficult to control, we use
only the beginning of each process instance
as the temporal variable.

For each trace, we store the time that have
elapsed since a reference timestamp in the
time dimension, for example, the number of
days (or hours, minutes or seconds, depending
on the process) elapsed since January 1st,
1970, to the timestamp in which the trace’s
first activity begins (see Table 3).

In this new approach, "Agglomerative
Hierarchical Clustering" with the minimum
variance criterion [15] is also used as a
clustering technique.

To calculate the distance between two tra-
ces we use the Euclidian distance, but
modified in order to consider at the same
time the structural and temporal features.

First, we define JiT  as the feature i of the
trace J. If the feature i cannot be found in the
trace J, its value will be 0, otherwise its value
will be the number of times that the feature

i appears in the trace J.

)1( nJT  corresponds to the temporal feature
of the trace J and its value is the number of
days (or hours, minutes or seconds,
depending on the process) that have
elapsed since a reference timestamp. The
index (n+1) is given to indicate that it is to
be added to the structural features.

We define L as the set of all the log traces,

and the expression )( JiLJ TMax   represents
the largest number of times the feature i
appears in an event log trace. In the same

way, )( JiLJ TMin   corresponds to the
smallest number of times the feature i appears
in an event log trace.

)( )1(  nJLJ TMin  and )( )1(  nJLJ TMax
correspond to the earliest and latest time in
which an event log trace begin. Also we
define ),( BAD E  and ),( BADT  as the
structural and temporal distance between
the trace A and the trace B, respectively.

The basic idea proposed by Bose is to consider
subsequences of activities that repeat in multiple traces

as feature sets for the implementation of clustering

Figure 2. Example of the Relevance of Considering Time in the Analysis.

Trace \ Feature set bb bbbc 

bbbcd 2 1 

bbbc 2 1 

caa 0 0 

 Table 2. Structural Features Matrix.

where:

n = number of features from the Structural Features Set.

Even though both distances, ED  and TD  are
normalized, since the domain of ED  is greater
than the one of TD , we define MinE , MaxE ,
MinT and MaxT as:
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Base approach: Trace clustering based
on conserved patterns.
 Our approach: Extended trace clustering,
where the temporal dimension is incorporated.
In this technique, the weight of the temporal
dimension,, can be given different values,
which vary between 0 and 1.

3) For each of the clusters a discovery process
is carried out, generating two new models
( BA MandM ).

The approach’s performance can be
measured at two points:
a) Conformance 1: The metrics are measured
between any of the original models and one of
the generated clusters.
b) Conformance 2: Metrics are measured
between any of the original models and one of
the generated models.

The metrics used to measure Conformance
1 are the following:
 Accuracy: Indicates the number of
instances correctly classified in each clus-
ter, according to what is known about the
original events log. These values are between
0% and 100%, where 100% indicates that the
clustering was exact.
 Fitness: Indicates how much of the
observed behavior in an event log, (for
example, cluster AC ) is captured by the
original process model (for example, model

2M ) [12]. These values are between 0 and 1,
where 1 means the model is capable of
representing all the log traces.
 Precision: Quantifies whether the ori-
ginal model allows for behavior completely
unrelated to what is seen in the event log.
These values are between 0 and 1, where 1
means that the model does not allow
behavior additional to what the traces
indicate [13].

The metrics used to measure Conformance
2 are the following [14]:
 Behavioral Precision ( PB )

 Structural Precision ( PS )

 Behavioral Recall ( RB )

 Structural Recall ( RS )

These metrics quantify the precision and
generality of one model with respect to
another. The values of these four metrics
are between 0 and 1, where 1 is the best
possible value.

Table 4 summarizes the results of applying
the base approach and the new approach
(varying the value of the parameter µ), to the
different synthetic event logs created. This
table shows the accuracy metric, which
indicates the percentage of correctly
classified traces.

For each log, the highest accuracy is reached
with our approach, but with different µ values
(varying between 0.2 and 0.9). The accuracy
varies with different µ values because in
each log the relevance of the temporal
dimension versus the structure of the process
is not the same.

We use Log (f) to make a more in-depth
analysis of the results, measuring all the
metrics defined both in Conformance 1 and
Conformance 2 (see Table 5).

All metrics calculated for Log (f) show good
results when the parameter µ has a value of
0.5 or 0.6. When the five metrics are averaged,
the highest overall average is obtained with
µ equal to 0.5.

5. Conclusions and Future Work
In this article we present the limitations of
current clustering techniques for process
mining, which center on grouping structurally
similar executions of a process. By focusing
just on the structure of the executions, the
process’s evolution over time (Concept
Drift) is left out. New techniques have been
developed to address this, but these also
present limitations since they focus on
finding the points in which the process
changes, which is limited to just one kind of
change, Sudden Drift.

We present an approach that extends
current clustering techniques in order to
find the different versions of a process
that changes overt time (in multiple ways,
i.e., different types of Concept Drifts),
allowing for a better understanding of the
variations that occur in the process and
how, in practice, it is truly being performed
over time.

Our work focuses on the identification of
models associated with each version of the
process. The technique we propose is a tool
that helps business managers to make
decisions. For example, it can help determi-
ne if the changes produced in the implement-
ation of the process are really those that are
expected, and based on this, take the proper
action if they discover abnormal behaviors.
Also, by understanding and comparing the
different versions of a process, good and bad
practices can be identified, which are highly
useful when the time comes to improve or
standardize the process.

In this document we present a set of metrics to
measure the performance of our approach, i.e.,
whether the approach is able to cluster data in
the same way the data was created. Thus, these
metrics require a priori process information,
which is not feasible for real cases.

Each metric measures a different aspect,
which when used together, allow for a multi-

MinE and EMax  correspond to the minimum
and maximum (normalized) distance between
all traces, considering only structural features.

MinT   and MaxT  correspond to the minimum
and maximum (normalized) distance between
all traces, considering only temporal features.

The new way of measuring the distance between

two traces, ),( BAdist , incorporates the
parameter µ, which we will call the weight of
the temporal dimension, which serves to weigh
the structural and temporal features.
Additionally, this new way of measuring the

distance adjusts ED  and TD  in such a way that
the weight of both distances are equivalent.
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The weight of the temporal dimension, ,
can have values between 0 and 1, according
to the relevance given to the temporal
feature.

4. Evaluation
We analyzed the proposed technique using
six event logs obtained from different
synthetic processes, which were created with
CPN Tools [10][11]. In order to measure
their performance we used the Guide Tree
Miner plug-in [3] available in ProM 6.1 as
well as a modified version of this plug-in that
incorporates the proposed changes.

The evaluation was carried out using different
metrics to measure the new approach’s
classification effectiveness versus the base
approach.

4.1. Experiments and Results
Figure 3  shows the sequence of steps
performed in the experiments.

1) To create the synthetic log, a simulation
was used based on two designed models, M1
and M2, using CPN Tools.
2) The method starts by applying the clustering
technique on the synthetic log received, which
generates a given number of clusters. In this
case, two clusters ( BA CandC ). Two
clustering techniques are applied:

TT

TT
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MinBAD





),(



44 novática Special English Edition - 2013/2014 Annual Selection of Articles

monograph Process Mining

monograph

Figure 3. Steps for Performing the Experimental Tests.

Table 4. Accuracy Metric Calculated for the Six Synthetic Test Logs.

Approach µ Log (a) Log (b) Log (c) Log (d) Log (e) Log (f) 

Base - 57% 38% 55% 86% 99% 53% 

0.0 59% 52% 49% 82% 59% 51% 

0.1 65% 52% 49% 82% 59% 68% 

0.2 87% 52% 63% 100% 59% 64% 

0.3 87% 52% 63% 100% 59% 62% 

0.4 95% 52% 63% 100% 59% 63% 

0.5 100% 52% 63% 100% 59% 95% 

0.6 100% 52% 73% 100% 100% 94% 

0.7 96% 89% 73% 100% 100% 67% 

0.8 78% 88% 73% 74% 84% 55% 

0.9 79% 77% 77% 68% 77% 78% 

New 

1.0 81% 78% 68% 73% 72% 55% 
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faceted vision that makes the analysis more
complete.

One key aspect of our clustering approach is
the value it is given to the weight of the
temporal dimension, parameter µ, which is
closely related to the nature of the process.
High µ values give a greater importance to
time when carrying out the clustering,
whereas low µ values give more importance
to the structural features of the process.

The experiments results show that the
approach proposed in this document has a
better performance and that exists at least a
value for the parameter µ that gives better
results in comparison to only using the
structural clustering technique (Trace
clustering based on patterns). This is
achieved because our approach is capable of
grouping the log traces in such a way so as to
identify structural similarity and temporal
proximity at the same time.

One of the metrics used is accuracy. In some
experiments, this metric reached 100%,
meaning all traces were classified correctly.
When a 100% accuracy was not reached, it

was because there are processes whose
different versions are similar amongst
themselves, and therefore there are traces
that can correspond to more than one version
of the process, which makes the classification
not exactly the same as what is expected.

Our future work in this line of investigation
is to test the new approach with real
processes. We also want to work on
developing the existing algorithms so that
they are capable of automatically determining
the optimal number of clusters. In order to
do so, it will be necessary to define new
metrics that will allow us to calculate the
optimal number of clusters without a priori
information of the process versions.

Table 5. Different Metrics for Analyzing Log (f)

Approach µ Accuracy Fitness Precision 
Average 

 

Average 

 

Overall 

Average 

Base - 53% 0.93 0.78 0.77 0.81 0.76 

0.0 51% 0.93 0.73 0.73 0.70 0.72 

0.1 68% 0.93 0.81 0.86 0.86 0.83 

0.2 64% 0.92 0.80 0.83 0.82 0.80 

0.3 62% 0.92 0.80 0.80 0.78 0.78 

0.4 63% 0.92 0.79 0.83 0.86 0.81 

0.5 95% 0. 95 0.85 0.97 0.96 0. 94 

0.6 94% 0.95 0.86 0.95 0.94 0.93 

0.7 67% 0.92 0.84 0.84 0.89 0.83 

0.8 55% 0.94 0.87 0.88 0.94 0.84 

0.9 78% 0.94 0.81 0.89 0.95 0.87 

New 

1,0 55% 0.93 0.87 0.88 0.95 0.84 
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